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Abstract—Ahead-of-time data layout optimization by vertex reordering is a widely used technique to improve memory access locality in graph analysis. While reordered graphs yield better analysis performance, the existing reordering algorithms use significant amounts of computation time to provide efficient vertex ordering; hence, they fail to reduce end-to-end processing time. This paper presents a first algorithm for just-in-time parallel reordering, named Rabbit Order. It reduces end-to-end runtime by achieving high locality and fast reordering at the same time through two approaches. The first approach is hierarchical community-based reordering, which exploits the locality derived from hierarchical community structures in real-world graphs. Our ordering fully leverages low-latency cache levels by mapping hierarchical communities into hierarchical caches. The second approach is parallel incremental aggregation, which improves the runtime efficiency of reordering by decreasing the number of vertices to be processed. In addition, this approach utilizes lightweight atomic operations for concurrency control to avoid locking overheads and achieve high scalability. Our experiments show that Rabbit Order significantly outperforms state-of-the-art reordering algorithms.

I. INTRODUCTION

Graph analysis plays an important role in a wide range of scientific and industrial fields for knowledge discovery from real-world graphs, e.g., web graphs, social networks, and protein-protein interaction networks. In response to the emergence of billion-edge real-world graphs, high-performance graph analysis has attracted significant attention in recent years [1]–[4].

The main obstacle to improving performance is poor locality of memory accesses, which results from unstructured and complex relationships among entities represented by graphs [5]. For example, consider the graph shown in Figure 1(a) and suppose that the vertices are stored in an array. Assuming an analysis algorithm first examines the relationships around vertex 0, it would access vertex 0 itself and its neighbors (i.e., vertices 2, 4, and 7). Generally, it would next examine the relationships around vertex 1 by accessing vertices 1, 3, and 6. Thus, vertices 0, 2, 4, 7, 1, 3, and 6 would be consecutively accessed. Unfortunately, this access pattern incurs cache misses because each vertex is accessed only once (poor temporal locality) and vertices are not co-located in memory (poor spatial locality). Furthermore, the cache misses lead to inter-core communication and memory bandwidth saturation during parallel processing on multicore processors; hence, parallel graph processing shows poor scalability [5], [6].

To improve locality, reordering algorithms have been adopted by many applications [2], [7]–[10]. Reordering is a technique that optimizes both the computation order and the data layouts by modifying the vertex ordering. Figure 1(b) shows an example of a reordered graph. In this graph, neighboring vertices have close ID numbers, and so they will be computed consecutively and co-located in memory. As a result, analysis algorithms repeatedly access vertices that have recently been used (high temporal locality) and stored nearby in memory (high spatial locality). For example, when the algorithm examines the relationships around vertices 0 and 1, it consecutively accesses those vertices and their neighbors, i.e., vertices 0, 1, 1, 0, 2, 3, and 4. This pattern shows high temporal and spatial locality since it repeatedly accesses vertices 0 and 1, and it accesses vertices 0 to 4, which are stored contiguously in memory. The major advantage of reordering is its effectiveness in various graph analyses. For example, previous studies [2], [11], [12] have improved the performance of PageRank and breadth-first search (BFS) by reordering graphs ahead of time.
While reordering is an effective way of improving locality, it still faces a challenging problem, that is, the high computational cost to produce an efficient ordering. Since real-world graphs continuously change their topologies [13], we need to reorder graphs just in time; however, the long reordering time increases the end-to-end runtime, namely the total runtime of reordering and subsequent graph analysis. Hence, it is a worthwhile task to overcome the end-to-end performance limitation by just-in-time reordering that achieves high locality and a short reordering time at the same time.

In this paper, we propose Rabbit Order, a just-in-time parallel reordering algorithm. Rabbit Order achieves both high locality and a short reordering time by employing two approaches. The first approach, hierarchical community-based ordering, achieves high locality while mapping two hierarchies: (i) hierarchical community structures of real-world graphs and (ii) hierarchical CPU caches. A community has dense inner-edges, and hence, during graph analysis, a vertex in a community involves frequent accesses to other vertices in the community. Moreover, in a hierarchical community, inner communities have denser inner-edges and involve more frequent accesses to the vertices in each community. Rabbit Order exploits this property to improve locality by co-locating vertices in each community and within each subordinate inner community recursively. Since every community is an agglomeration of small inner communities that can be accommodated at each cache level (e.g., L1 and L2), this ordering fully leverages the hierarchical caches. The second approach, parallel incremental aggregation, shortens the reordering time by efficiently extracting communities. This approach incrementally aggregates vertices in the same community in parallel and thus decreases the number of vertices to be processed. We also present a scalable parallel implementation of Rabbit Order with a lightweight concurrency control by using atomic operations instead of locks.

Our main evaluations using PageRank show that Rabbit Order can reorder billion-edge graphs in a dozen seconds and that it improves end-to-end performance by 2.2 times on average, whereas other reordering methods do not show such remarkable improvements. Moreover, additional evaluations reveal that Rabbit Order also improves the end-to-end performance of various analysis algorithms such as BFS.

Our contributions can be summarized as follows:

1) **High locality**: Rabbit Order yields an effective ordering that exhibits locality higher than or equal to those of state-of-the-art methods.

2) **Fast reordering**: Rabbit Order has a short runtime, and hence it significantly outperforms the other methods in terms of end-to-end runtime.

3) **Extensive evaluation**: We evaluate the effectiveness of Rabbit Order by comparing it with seven reordering methods with regards to performance improvements for various analysis algorithms.

### Table I

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>(V)</td>
<td>Set of vertices; (V = {0, 1, \ldots, n - 1})</td>
</tr>
<tr>
<td>(E)</td>
<td>Set of edges; (E \subseteq V \times V)</td>
</tr>
<tr>
<td>(n)</td>
<td>Number of vertices; (n =</td>
</tr>
<tr>
<td>(m)</td>
<td>Number of edges; (m =</td>
</tr>
<tr>
<td>(w_{uv})</td>
<td>Weight of edge between vertices (u) and (v)</td>
</tr>
<tr>
<td>(d(v))</td>
<td>Weighted degree of vertex (v)</td>
</tr>
<tr>
<td>(N(C))</td>
<td>Set of vertices connected to vertices in (C \subseteq V)</td>
</tr>
<tr>
<td>(\Delta Q(u, v))</td>
<td>Gain in modularity yielded by merging (u) and (v).</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Index array (A_I)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Column array (A_C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Value array (A_V)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.4</td>
</tr>
</tbody>
</table>

Figure 2. Three CSR arrays representing the matrix of Figure (c).

The rest of this paper is organized as follows. Section II presents the background of this paper. We detail the Rabbit Order algorithm in Section III and show the experimental results in Section IV. After reviewing related work in Section V, we conclude the paper in Section VI.

## II. BACKGROUND

This section presents the background on our work and states the problem to be tackled. The notations used in this paper are listed in Table I.

### A. Memory Access Pattern of Graph Analysis

While graph analysis algorithms involve various access patterns, many popular algorithms such as PageRank, Random Walk with Restart [14], Label Propagation [15], and spectral clustering [16] show similar patterns involved in sparse matrix-vector multiplication (SpMV). SpMV is the computation of \(y = Ax\), where \(x\) and \(A\) are a dense vector and a sparse matrix, respectively. The analysis algorithms generally use a weighted adjacency matrix as \(A\). Sparse matrices can be compactly stored in the widely used compressed sparse row (CSR) format. Figure 2 shows the CSR form of the matrix shown in Figure 1(c). CSR stores non-zero values in a matrix and their position in three arrays: index array \(A_I\), column array \(A_C\), and value array \(A_V\). The elements in \(A_I\) act as the starting indices of the elements in \(A_C\) and \(A_V\) that correspond to each row. Specifically, the elements of row \(i\) are stored in indices \(A_I[i]\) to \(A_I[i+1] - 1\) of \(A_C\) and \(A_V\). The elements in \(A_C\) and \(A_V\) are the column number and value in that column, respectively.

The pseudocode in Algorithm 1 is used to solve SpMV \(y = Ax\). This algorithm sequentially accesses the arrays except \(x\), but it involves irregular indirect accesses to \(x\) through \(A_C\) (line 4). For instance, the CSR in Figure 2 involves consecutive accesses to \(x[2], x[4], x[7], \ldots , x[5]\). These accesses exhibit poor locality, and this is why SpMV suffers from cache misses.
Algorithm 1 Sparse matrix-vector multiplication

Input: $n \times n$ CSR matrix $A = (A_V, A_C, A_I)$ and vector $x \in \mathbb{R}^n$
Output: $y = Ax$
1. $y[v] \leftarrow 0$
2. for $v = 0$ to $n - 1$
3. for $k = A_I[v]$ to $A_I[v + 1] - 1$
4. $y[v] \leftarrow y[v] + A_V[k] x[A_C[k]]$

(a) Hierarchical communities (b) Reordered adjacency matrix

Figure 3. Example of hierarchical communities and the reordered adjacency matrix. Figure (a) shows communities and their inner communities in the Facebook social network [17] as shadows and circles. After reordering, the adjacency matrix of this graph has the distribution of non-zero values shown in Figure (b). Darker blocks contain denser non-zero values.

B. Problem Statement

Although reordering improves the locality of access to array $x$, it also incurs computation time in addition to that taken by SpMV. To reduce end-to-end runtime, we tackle the following problem by presenting fast reordering algorithm:

Problem 1 (Minimizing cache misses by reordering). Given graph $G = (V = \{0, n\}, E \subseteq V \times V)$ and letting $A$ be the adjacency matrix of $G$, find permutation $\pi : V \rightarrow N$ of the vertex ordering that minimizes the number of cache misses produced by Algorithm 1 for matrix $A$.

In the following sections, we assume that the given graph is undirected and unweighted for simplicity. Directed and/or weighted graphs can be handled with small modifications.

III. RABBIT ORDER

To achieve high locality and fast reordering simultaneously, we propose a novel just-in-time parallel reordering algorithm, Rabbit Order. This section describes its hierarchical community-based ordering for achieving high locality and parallel incremental aggregation for fast reordering.

A. Hierarchical Community-based Ordering

Our approach to improving locality is to make dense blocks of non-zero values in a matrix. A dense block ensures high temporal and spatial locality during the SpMV computation because each row within the block has a homogeneous pattern of accesses to a narrow memory region. For example, running Algorithm 1 with the matrix in Figure 1(d) lets rows 0 to 4 have multiple accesses to the elements of $x$ within indices 0 to 4; thus, they show high temporal locality. In addition, since the accessed elements are gathered within indices 0 to 4 of $x$, spatial locality is also high. Regarding real-world graphs, we can make dense blocks in an adjacency matrix by capturing community structures. Since communities have dense edges, which are represented by non-zero values in the matrix, dense diagonal blocks appear if the vertices within each community are co-located. For example, the two communities shown in Figure 1(b) yield the two dense blocks shown in Figure 1(d).

Moreover, to improve locality further, we present hierarchical community-based ordering by focusing on the hierarchical community structures in real-world graphs. Figure 3(a) shows an example of hierarchical communities. Each community contains inner communities that have denser edges than it. Hence, as shown in Figure 3(b), we can recursively make denser inner blocks within the outer block by recursively co-locating vertices in each inner community. Since frequently accessed data are likely to remain in lower-latency cache levels, this ordering approach lets hierarchical communities make good use of hierarchical caches. Specifically, assuming two-level caches (i.e., L1 and L2), $x$ elements accessed by denser inner communities are cached in L1, and those accessed by sparser outer communities are cached in L2. Thus, hierarchical community-based ordering greatly improves locality while appropriately mapping hierarchical communities into hierarchical caches.

Algorithm 2 outlines Rabbit Order. Given a graph $G$, the algorithm outputs permutation $\pi$ that gives a new vertex ordering. Rabbit Order performs hierarchical community-based ordering in two steps (lines 1 and 2). The first step, the COMMUNITYDETECTION function, extracts hierarchical communities in an agglomerative manner and simultaneously constructs a dendrogram. The second step, the ORDERINGGENERATION function, converts the dendrogram into a new ordering such that, for every community hierarchy, vertices in the same community are co-located.
The **Community Detection** and **Ordering Generation** functions are detailed in the following subsections.

### B. Community Detection

In this subsection, we describe the sequential approach to community detection and then parallelize it.

1) **Sequential Algorithm:** Community detection algorithms have been extensively studied. Particularly, **modularity-based** ones are widely accepted and well capture hierarchical structures of communities. Modularity $Q$ [18] is a quality measure that provides a higher value when a graph is partitioned better, namely, each community has denser inner-community edges and sparser intra-community edges. From the viewpoint of performance, one of the most efficient approaches is community detection using the **incremental aggregation** technique [3]. It incrementally aggregates vertices that are clustered into the same community and reduces computational costs by rapidly coarsening the graph. Thus, we design Rabbit Order by employing incremental aggregation to reduce the reordering time.

Figure 4 illustrates a running example of our approach to hierarchical community detection. Each vertex is picked as a source vertex and merged into a destination vertex, which is a neighbor of the source vertex. After the merge, the destination vertex has weighted edges and represents a community consisting of the source and destination vertices. For example, comparing graphs (i) and (ii) in Figure 4(a), we can see that source vertex 0 has been merged into destination vertex 2. By repeatedly merging vertices, our approach extracts hierarchical communities while constructing a dendrogram at the same time. Figure 4(b) shows the dendrogram constructed by the incremental aggregation shown in Figure 4(a). Merged destination vertices form a tree by aggregating the inner communities.

The **Community Detection** function in Algorithm 2 is the specific procedure of our approach. It consists of three steps: (i) picking a source vertex (line 4), (ii) finding the best destination vertex in terms of modularity improvement (line 5), and (iii) merging the source vertex and the destination vertex if the modularity improves (lines 6–7). In the first step, source vertex $v$ is picked in increasing order of degree. This ordering heuristic reduces the computational cost of incremental aggregation [3]. The second step searches for destination vertex $v$ that yields the highest value of the modularity gain, which is defined as follows [3]:

$$
\Delta Q(u, v) = 2 \left\{ \frac{w_{uv}}{2m} - \frac{d(u)d(v)}{(2m)^2} \right\}
$$

where $m$ is the number of edges within the initial graph, $w_{uv}$ is the edge weight between $u$ and $v$, and $d(\cdot)$ is the weighted degree of the vertex. The third step merges $u$ into $v$ if the modularity improves (i.e., $\Delta Q(u, v) > 0$). The merged destination vertex $v'$ has a self-loop edge of weight $2w_{uv} + w_{uu} + w_{vv}$ and has the edges of both $u$ and $v$ (we assume that all the edges initially have weight 1). If $u$ and $v$ have a common neighbor $t$, $w_{ut}$ is set to $w_{uv} + w_{vt}$. On the other hand, if the modularity does not improve (i.e., $\Delta Q(u, v) \leq 0$), $u$ is not merged and remains in the graph as a **top-level** vertex. Top-level vertices become the roots of the dendrogram. For example, vertices 4 and 6 of dendrogram (iii) in Figure 4(b) are top-level vertices.

Thus, Rabbit Order extracts communities by using incremental aggregation. This approach rapidly decreases the number of vertices, and, in contrast to iterative approaches [19], [20], it does not traverse all the vertices and edges multiple times. For these reasons, Rabbit Order can extract communities and construct the dendrogram quickly.

2) **Parallelization:** To fully exploit the performance of multicore processors, we parallelize the community detection algorithm by using atomic operations for lightweight concurrency control and avoiding locking overheads.

The **Community Detection** function in Algorithm 2 can be parallelized at the for-loop in line 4. However, this naive approach may cause conflicts at the vertex merge (line 7) as it modifies edges incident to the destination vertex and removes the source vertex. Similarly, conflicts are possible in the modification of the dendrogram. This sort of problem can usually be solved by using locks. For example, GraphLab [1], which is a well-established framework for parallel graph processing, provides several data consistency models using locks. The above problem can also be solved by locking the source and destination vertices during the merge procedure. However, locks significantly limit parallelism and degrade scalability. Although modern processors provide atomic operations such as compare-and-swap (CAS) as a low-cost solution instead of locks, CAS can atomically modify only 16 bytes on popular processors (e.g., x86-64 and POWER8).

To improve scalability by taking the advantage of CAS, we introduce a **lazy aggregation** approach that reduces the amount of data necessary to be atomically modified. In lazy aggregation, when our algorithm decides to merge vertex $u$...
Algorithm 3 Parallel community detection

Input: Graph $G = (V, E)$, a set of top-level vertices, and a dendrogram represented by $atom[\cdot].child$ and $sibling[\cdot]$
Output: $Toplevel \in V$, a set of top-level vertices

1. Initialize variables
   1. for each $u \in V$ do
   2. \hspace{1em} $atom[u].degree \leftarrow d(u)$ \hspace{1em} $\triangleright$ Total edge weight
   3. $atom[u].child \leftarrow \text{UINT32_MAX}$ \hspace{1em} $\triangleright$ Vertex merged to $u$
   4. $dest[u] \leftarrow u$ \hspace{1em} $\triangleright$ Community that $u$ belongs to
   5. $sibling[u] \leftarrow \text{UINT32_MAX}$ \hspace{1em} $\triangleright$ List of sibling members
   6. $Toplevel \leftarrow \emptyset$ \hspace{1em} $\triangleright$ Set of top-level vertices
   7. for each $u \in V$ do in parallel
   8. \hspace{1em} $degree_u \leftarrow \text{UINT64_MAX}$ \hspace{1em} $\triangleright$ Set an invalid degree
   9. $\text{ATOMICSWAP}(degree_u, atom[u].degree)$ \hspace{1em} $\triangleright$ Invalidate $u$
   10. $v \leftarrow \text{FINDBESTDESTINATION}(u)$
   11. if $\Delta Q(u, v) \leq 0$ then \hspace{1em} $\triangleright$ If the modularity does not improve
   12. \hspace{2em} $atom[u].degree \leftarrow degree_u$ \hspace{1em} $\triangleright$ Restore the value
   13. \hspace{2em} $Toplevel \leftarrow Toplevel \cup \{u\}$ \hspace{1em} $\triangleright$ $u$ is a new top-level
   14. \hspace{2em} continue \hspace{1em} $\triangleright$ Move to the next vertex
   15. $atom_u \leftarrow \text{ATOMICLOAD}(atom[v])$
   16. if $atom_u.degree \not= \text{UINT64_MAX}$ then \hspace{1em} $\triangleright$ Check validity
   17. \hspace{2em} $sibling_u \leftarrow atom_u.child$
   18. \hspace{2em} $atom'_u.degree \leftarrow atom_u.degree + degree_v$
   19. \hspace{2em} $atom'_u.child \leftarrow u$
   20. if $\text{CAS}(atom[v], atom'_u, atom'_u')$ then
   21. \hspace{2em} $dest[u] \leftarrow v$ \hspace{1em} $\triangleright$ $u$ is successfully merged to $v$
   22. \hspace{2em} continue \hspace{1em} $\triangleright$ Move to the next vertex
   23. $sibling[u] \leftarrow \text{UINT32_MAX}$ \hspace{1em} $\triangleright$ Rollback
   24. $atom[u].degree \leftarrow degree_u$ \hspace{1em} $\triangleright$ Rollback
   25. Save $u$ to retry merge later

into vertex $v$, it only registers $u$ as a community member of $v$ instead of modifying edges of $v$ and removing $u$. The community members are aggregated into $v$ when $v$ is about to be merged into another destination vertex. Registration as a community member can be implemented by using CAS since it requires atomic modification of only a small set of variables. The details are presented in the description of the overall algorithm.

Algorithm 3 is our parallel community detection algorithm. First, it initializes variables (lines 1–6). $atom$ is an array of complex data for lazy aggregation that needs to be atomically modified. Each element in the array consists of the following two variables: (i) $degree$, the total degree of the community members, and (ii) $child$, a vertex ID that is a part of a data structure for the dendrogram. Even assuming large-scale graphs of up to $2^{32} - 1$ vertices and $2^{64} - 1$ edges, the total size of the variables is only 12 bytes, since unsigned 64-bit and 32-bit integers can respectively accommodate all the possible values of $degree$ and $child$. Hence, each element can be atomically modified by CAS$^1$.

Lazy aggregation also introduces $dest$, a mapping of each vertex to the community that the vertex belongs to. Each vertex is initially a singleton community. $sibling$ represents the dendrogram together with $child$. Figure 5 shows their

$^1$Even if a processor supports only 8-byte CAS, Rabbit Order can be implemented by using a 32-bit floating point number for $degree$ instead of an unsigned 64-bit integer. In spite of the inaccuracy in the value, this substitution empirically has negligible impact on the result.

Figure 5. New ordering derived from dendrogram (iii) in Figure 4(b) and its link structure represented by $child$ and $sibling$ in Algorithm 3.

Algorithm 4 FINDBESTDESTINATION for Algorithm 3

1. function FINDBESTDESTINATION($u$)
2. \hspace{1em} $C \leftarrow$ vertices reachable from $u$ on the dendrogram
3. for each $v \in N(C)$ do
4. \hspace{2em} while $dest[dest[v]] \not= dest[v]$ do \hspace{1em} $\triangleright$ Until a top-level is found
5. \hspace{3em} dest[v] $\leftarrow$ dest[dest[v]]
6. \hspace{2em} $\text{Neighbor} \leftarrow \{ dest[t] \mid t \in N(C) \}$
7. for each $v \in \text{Neighbor}$ do
8. \hspace{3em} $\forall_{uv} \leftarrow \sum \{ (s, t) \mid (s, t) \in E, s \in C, dest[t] = v \} \forall_{st}$
9. \hspace{3em} $E \leftarrow \{ (s, t) \in E \mid s \not= C \} \cup \{ (u, v) \mid v \in \text{Neighbor} \}$
10. return $\text{argmax}_{v \in \text{Neighbor}} \Delta Q(u, v)$

The algorithm starts incremental aggregation. Each thread picks vertex $u$ and, to avoid conflicts, prohibits other threads from merging vertices into $u$ by invalidating $u$ (lines 7–9). Invalidated vertices have an invalid degree represented by $\text{UINT64_MAX} (= 2^{64} - 1)$. The destination vertex (vertex $v$) is given by the $\text{FINDBESTDESTINATION}$ function (line 10). We describe this function later. In line 11, the algorithm checks if the merge improves the modularity. $atom[\cdot].degree$ is used in computation of $\Delta Q(u, v)$ (Equation 1) to provide $d(u)$ and $d(v)$. If the modularity does not improve, $u$ is added to $Toplevel$ (lines 12–14); otherwise, the algorithm attempts to merge $u$ into $v$ by using optimistic concurrency control. If $v$ is not invalidated (lines 15–16), $u$ is registered as a community member of $v$ for lazy aggregation (lines 17–20). This pseudocode assumes that $\text{CAS}(x, x_{\text{expected}}, x_{\text{desired}})$ atomically stores $x_{\text{desired}}$ in variable $x$ if $x = x_{\text{expected}}$. If $\text{CAS}$ succeeds in storing the new value, $v$ is stored as the destination of $u$ in $\text{dest}$ (line 21). If the merge fails due to concurrency issues, the values are rolled back, and the merge of $u$ is tried again later (lines 23–25).

Algorithm 4 details the $\text{FINDBESTDESTINATION}$ function. $N(C)$ denotes the set of vertices connected to a vertex in $C \subseteq V$ (i.e., $N(C) = \{ v \in V \mid (v, t) \in E, t \in C \}$). This connections as arrows. $atom[u].child$ points the last vertex that was merged into vertex $u$, and $sibling[u]$ points the previous vertex that was merged into the same vertex as $u$. For $child$ and $sibling$, we use $\text{UINT32_MAX} (= 2^{32} - 1)$ as an invalid vertex ID. $Toplevel$, a set of top-level vertices, is initialized to an empty set.

After the initialization, the algorithm starts incremental aggregation. Each thread picks vertex $u$ and, to avoid conflicts, prohibits other threads from merging vertices into $u$ by invalidating $u$ (lines 7–9). Invalidated vertices have an invalid degree represented by $\text{UINT64_MAX} (= 2^{64} - 1)$. The destination vertex (vertex $v$) is given by the $\text{FINDBESTDESTINATION}$ function (line 10). We describe this function later. In line 11, the algorithm checks if the merge improves the modularity. $atom[\cdot].degree$ is used in computation of $\Delta Q(u, v)$ (Equation 1) to provide $d(u)$ and $d(v)$. If the modularity does not improve, $u$ is added to $Toplevel$ (lines 12–14); otherwise, the algorithm attempts to merge $u$ into $v$ by using optimistic concurrency control. If $v$ is not invalidated (lines 15–16), $u$ is registered as a community member of $v$ for lazy aggregation (lines 17–20). This pseudocode assumes that $\text{CAS}(x, x_{\text{expected}}, x_{\text{desired}})$ atomically stores $x_{\text{desired}}$ in variable $x$ if $x = x_{\text{expected}}$. If $\text{CAS}$ succeeds in storing the new value, $v$ is stored as the destination of $u$ in $\text{dest}$ (line 21). If the merge fails due to concurrency issues, the values are rolled back, and the merge of $u$ is tried again later (lines 23–25).

Algorithm 4 details the $\text{FINDBESTDESTINATION}$ function. $N(C)$ denotes the set of vertices connected to a vertex in $C \subseteq V$ (i.e., $N(C) = \{ v \in V \mid (v, t) \in E, t \in C \}$). This
function consists of four steps. The first step (line 2) collects the vertices in the community of vertex \( u \) by traversing the dendrogram from \( u \). The second step (lines 3–5) updates \( dest \) so that \( dest[v] \) points the vertex representing the community that \( v \) belongs to. This update is necessary since vertices are repeatedly merged in an agglomerative manner. Consider the merge process shown in Figure 4(b). In this process, vertex 1 is merged into vertex 3 (\( dest[1] = 3 \)), and then vertex 3 is merged into vertex 6 (\( dest[3] = 6 \)). Vertex 6 remains as a top-level vertex (\( dest[6] = 6 \)). As a result, vertex 1 ends up belonging to the community of vertex 6, and so \( dest[1] \) is updated to 6 (= \( dest[dest[1]] \)). The third step (lines 6–9) is a counterpart of lazy aggregation; this step aggregates the edges of all the community members by replacing their endpoints with vertices in \( dest \), and all the aggregated edges are reattached to \( u \). In the fourth step (line 10), the function returns a neighbor of \( u \) that yields the highest gain in modularity. While our parallel algorithm avoids the use of locks for high scalability, its results may differ from those of the sequential algorithm due to the asynchronicity in vertex merges. However, Rabbit Order is inherently heuristic for locality improvement, and so we allow this difference if our approach improves parallel reordering performance. Since this difference may impact ordering quality (i.e. a gain in locality), Section IV-C experimentally compares sequential execution and parallel execution.

C. Ordering Generation

After the community detection, Rabbit Order generates an ordering by following hierarchical community-based ordering. Here, we present a sequential algorithm for generating an ordering and its parallel equivalent.

1) Sequential Algorithm: The ORDERING GENERATION function in Algorithm 2 generates new orderings. To recursively co-locate vertices in each hierarchical community, the algorithm performs depth-first search (DFS) from each top-level vertex on the dendrogram and returns the visit order as permutation \( \pi : V \rightarrow N \). For example, DFS from top-level vertex 4 in Figure 5 visits vertices in the order of 5, 7, 0, 2, and 4 and generates \( \pi \) such that \( \pi[5] = 0, \pi[7] = 1, \pi[0] = 2, \pi[2] = 3, \) and \( \pi[4] = 4 \). The permutation for the right tree is generated in a similar manner. This permutation is the final result of Rabbit Order. 

2) Parallelization: The above ordering generation can be easily parallelized in three steps. The first step collects a set of top-level vertices in the dendrogram. The second step performs DFS from each top-level vertex in parallel. The DFS produces local orderings for each top-level vertex that represent the offsets of each vertex in the community. The third step concatenates these local orderings. For example, for the dendrogram shown in Figure 5, the first step collects top-level vertices \( \{4, 6\} \), and the second step produces the local ordering \( \{5, 7, 0, 2, 4\} \) for community 1 and \( \{1, 3, 6\} \) for community 2. The third step concatenates them and yields \( \{5, 7, 0, 2, 4, 1, 3, 6\} \). This is the new ordering.

IV. EVALUATION

This section mainly evaluates the effectiveness of Rabbit Order by applying it to a SpMV-based analysis algorithm. Additionally, the results of the experiments using other analysis algorithms are presented at the end of the section. All evaluations are performed on a machine with 256GB RAM and dual-socket Intel Xeon E5-2697v2 12-core processors with Hyper-Threading Technology. Each core has a 32KB L1 data cache, a 32KB L1 instruction cache, and 256KB L2 cache. In addition, each socket has a 30MB shared L3 cache. Table II shows the scales and references of the real-world graphs used in our experiments.

The performance of Rabbit Order is compared with those of the reordering algorithms listed in Table III. We use random ordering as the baseline instead of the ordering given by each dataset publisher. This is because the publishers have modified the ordering from the natural one that is given by data sources of real-world graphs [21]. For example, the natural ordering of web graphs and social graphs should correspond to the visit order of web crawlers and the user ID order of SNSs. Thus, the experiments avoid using the ordering given by the publishers.

All the benchmark programs and reordering algorithms except Nested Dissection and LLP are implemented in C++ and OpenMP and compiled with GCC 4.9.2 using the \(-03\) optimization option. For SlashBurn, we use the best parameters shown in the paper [12] (i.e., \( S\text{-KH} \) and \( k = 0.02n \)). To implement parallel BFS and RCM, we use the Galois C++ library 2.2.1 [24], as did the authors of
Figure 6. End-to-end performance improvement with 48-thread executions. The speedups are obtained by dividing the analysis time with random ordering by the end-to-end runtime of each reordering algorithm. Results of ND on twitter, sk-2005, and webbase are not available.

Figure 7. Reordering time with 48-thread executions. Results of ND on twitter, sk-2005, and webbase are not available.

Figure 8. Analysis time of PageRank with 48-thread executions. Results of ND on twitter, sk-2005, and webbase are not available.

those algorithms [23]. We use the public C implementation of multithreaded Nested Dissection version 0.4.4 [25]. We also use the public Java implementation of LLP version 2.3 with the default parameters [21]. All the reordering algorithms except SlashBurn are parallelized. Since Degree and Shingle are essentially simple sorting, we use the __gnu_parallel::sort parallel sort function provided by GCC for their parallel implementations.

A. SpMV-based Analysis Algorithm

We use one of the most popular and practical SpMV-based algorithms, PageRank. It iteratively computes the following equation for \( k = 0, 1, \ldots \) until convergence:

\[
s_{k+1} = (1 - c)Ws_k + ce
\]

where \( s_k \) and \( s_{k+1} \) is a vector that denotes the PageRank score of each vertex, \( c \) is a constant for the teleportation probability, \( e \) is a column vector whose elements are \( \frac{1}{n} \), and \( W \) is a matrix such that \( W[u, v] = \frac{1}{d(v)} \) if vertices \( u \) and \( v \) are connected, and otherwise \( W[u, v] = 0 \). Following the previous study [9], we define convergence as \( |s_{k+1} - s_k| < 10^{-10} \) and \( c = 0.15 \). Note that \((1 - c)\) and \( ce \) are immutable during the computation and so have little effect on the memory access. As is common practice, we parallelize SpMV (Algorithm 1) at the outermost for-loop using the thread blocking technique of Williams et al. [26]. In the experiments, we measure the performance of 48-thread execution using all hardware threads on our machine.

B. End-to-end Performance and Breakdown

First, we show the end-to-end performance improvements of the graph analysis. Figure 6 plots the speedups relative to random ordering yielded by each reordering algorithm. Rabbit Order significantly outperforms the other algorithms and improves end-to-end performance on most graphs. Rabbit Order has a 2.21x speedup on average and up to 3.48x speedup on it-2004. On the other hand, most of the other algorithms suffer performance degradations. Even though RCM performs the best among the existing algorithms, it provides only a 1.08x speedup on average. ND fails to reorder the top three largest graphs (i.e., twitter, sk-2005, and webbase) due to memory shortages.

To clarify why performance improves, we breakdown the end-to-end runtime into the reordering time and subsequent
graph analysis time. Figure 7 shows the runtimes of the reordering algorithms on graphs with random ordering. Rabbit Order reorders all of the graphs in quite a short time. For example, it reorders webbase, which has billion edges, in 13.8 seconds. Degree and Shingle are lightweight as well. In contrast, LLP takes an order of magnitude longer. For example, it takes about 70 minutes to reorder webbase. This large computational cost is a serious disadvantage as regards end-to-end runtime.

Figure 8 shows the PageRank runtime derived from each ordering. Rabbit Order is better than or comparable to the state-of-the-art algorithms on all the graphs. Compared with random ordering, Rabbit Order yields a 3.37x speedup on average and up to 5.25x speedup on it-2004. These results are slightly better than those of LLP, which yields a 3.34x speedup on average (5.08x maximum). By comparison, ND, RCM, and SlashBurn trail in performance, while Degree, BFS, and Shingle fail to produce significant improvements on most graphs. Note that all of the algorithms performed poorly on twitter, likely due to its extraordinary degree distribution and complex structure [13]. Although the effectiveness of reordering inevitably depends on the graph structure, our results show that, overall, reordering is a promising way to improve performance.

Figure 9 shows the number of misses at the cache memory and the translation look-aside buffer (TLB) produced by PageRank using each ordering approach. We choose to illustrate the results for berkstan and it-2004 since they are the smallest and largest graphs that ND can reorder. The results confirm that the performance improvements derive from locality improvement and consequent reduction in cache misses. Notice that the number of misses is consistent with the PageRank performance shown in Figure 8. Specifically, Rabbit Order and LLP achieve the largest reductions in misses. Each ordering also shows a similar trend on the other graphs. In addition, the reordering algorithms reduce proportionally more misses on it-2004 than on berkstan, particularly misses at the L3 cache. This is because berkstan is so small that the L3 cache can accommodate most of the data, even if the vertices are randomly ordered. For a similar reason, reordering yields only modest performance improvements for small graphs such as enwiki and ljournal.

These results show that Rabbit Order is the only algorithm that yields significant end-to-end performance improvement. While Degree and Shingle have shorter reordering times than Rabbit Order, they fail to achieve high locality. Conversely, LLP matches Rabbit Order in improving locality, but it suffers large computational costs. Rabbit Order differs from these algorithms; it can not only reorder billion-edge graphs such as webbase in a dozen seconds but also offer higher locality than the state-of-the-art algorithms. Hence, Rabbit Order can improve the end-to-end performance.

C. Reordering Quality

As mentioned in Section III-B2, parallel execution of Rabbit Order may degrade community quality (i.e., modularity) compared with that of sequential execution. Because of the differences in the extracted communities, parallel execution may also degrade ordering quality (i.e., speedup of graph analysis). In order to quantify the impact of parallel execution, we reorder each graph by the sequential and 48-thread executions of Rabbit Order and compare their qualities. Table IV shows the modularity of the extracted communities and PageRank runtime yielded by the resulting ordering of each execution. The rightmost column shows the percentage change in runtime relative to sequential execution. Note that as in the other experiments, PageRank runtime denotes the numbers of threads used by Rabbit Order. The results indicate that parallel execution makes little difference. The modularity yielded by the 48-thread execution matches or exceeds that yielded by sequential execution. Similarly, the orderings produced by the 48-thread execution preserve their effectiveness on PageRank. From a practical point of view, these results justify our parallelization approach that allows a difference in the resulting ordering to maximize reordering performance.

D. Scalability

We evaluate the scalability of Rabbit Order offered by our parallelization approach. Figure 10 shows the average speedup versus the number of threads for all graphs. SlashBurn is omitted from the figure since it is a sequential...
algorithm. The 12, 24, and 48-thread executions utilize 12 physical cores on a single socket, 24 physical cores on two sockets, and 24 physical cores and Hyper-Threading, respectively. As shown in the figure, Rabbit Order achieves the highest speedup (17.4x) for 48-thread execution. BFS and LLP yield the second- and third-best speedups (about 12x). The other algorithms show little difference in scalability. Rabbit Order does not only have plenty of parallelism within incremental aggregation, but also utilizes lightweight atomic operations instead of the locking mechanism. Hence, Rabbit Order can efficiently exploit parallelism in incremental aggregation and shows high scalability.

E. Other Analysis Algorithms

While this paper mainly focuses on SpMV-based graph analysis, it has been shown that reordering can also improve the performance of other analyses [2], [11]. In this subsection, we investigate the effectiveness of reordering on other memory access patterns by using five popular algorithms: DFS, BFS, strongly connected components (SCC), pseudo diameter, and k-core decomposition. We use DFS, BFS, and SCC in the Boost Graph Library [27] and implement algorithms of pseudo diameter and k-core decomposition in the literatures [28], [29]. SCC and pseudo diameter respectively use DFS and BFS as building blocks [27], [28]. All the algorithms are sequential.

Figure 11 shows the end-to-end performance improvement of each reordering algorithm compared with random ordering. The y-axis shows the average speedups for each graph shown in Table II. For all the analysis algorithms, Rabbit Order provides the best speedups among the reordering algorithms. Here, let us point out two aspects of the results. First, whereas Rabbit Order shows large speedups of 2.02–3.39x for SCC, pseudo diameter, and k-core decomposition, DFS and BFS give relatively small speedups (1.32x and 1.20x). This is because DFS and BFS are quite lightweight compared with the other analysis algorithms. Figure 12 shows the analysis times of each algorithm on the it-2004 graph. The analysis times of DFS and BFS are significantly short. Since it is more difficult to amortize reordering time by shorter analysis time, the reordering gives little performance improvement for lightweight analysis algorithms. Second, the analysis times of each ordering show a trend similar to the results for PageRank. As shown in Figure 8 and 12, Rabbit Order, RCM, and LLP are the best in terms of analysis performance. ND and SlashBurn follow them, and BFS, Shingle, and Degree are not so effective. Since reordering gathers data of neighboring vertices nearby in memory, this trend seems to result from the memory accesses to load and modify the data of neighboring vertices. Such accesses occur often in graph algorithms, and thus we believe that Rabbit Order would also be effective on other algorithms that are not investigated in this paper.

V. RELATED WORK

The problem of improving locality in graphs has been studied for several decades in many fields, particularly in the high performance computing and data management communities. To better understand these studies and their properties, below we classify them into three categories and review some of the most successful methods within them.

Community-based methods: The first group encompasses community-based reordering methods, which co-locate densely connected vertices through community detection. Nested Dissection [30] recursively partitions a graph into two balanced subgraphs by removing a small set of vertices. mt-metis [4] includes a parallel implementation of Nested Dissection for shared memory systems. Shingle ordering [10] co-locates vertices that share many neighbors by using MinHash [31]. Layered Label Propagation (LLP) [19] extracts communities in parallel by repeatedly running Label Propagation [32] while varying parameters for community granularity. SlashBurn [12] splits the graph into small communities by removing hubs, which is a vertex that connects many communities. As shown in Figure 6, all
of the above methods cannot achieve high locality and fast reordering simultaneously.

**BFS-based methods:** The second group covers the BFS-based methods. *Cuthill-McKee* [33] and *Reverse Cuthill-McKee (RCM)* [7] are natural choices in this group. Cuthill-McKee sorts the vertices in the visit order of a BFS that traverses the neighbors of frontier vertices in increasing order of degree. RCM, a reversed-order variant of Cuthill-McKee, is known to produce better results [23]. Karantasis et al. [23] recently parallelized RCM. Frasca et al. [2] proposed *Adaptive Data Layout*, a parallel variant of RCM. These methods are more lightweight than the methods in the other groups since BFS captures only connections between vertices. However, they fail to capture the properties of real-world graphs, such as hierarchical community structures, and hence offer only modest locality improvements.

**Hypergraph-based methods:** The third group consists of hypergraph-based methods. They construct a hypergraph that represents temporal or spatial localities between matrix rows and/or columns as hyperedges. Orderings are produced by partitioning the hypergraph [34] or solving the travelling salesperson problem [8]. While they have a solid theoretical background showing that they improve locality, these methods entail a large time complexity. Whereas most reordering methods, including Rabbit Order, have time complexity roughly in proportion to $m$, the hypergraph-based methods have much larger time complexities, at least $O(m^2)$ [35]. Hence, they cannot be used to reorder large-scale real-world graphs such as those in our experiments.

**VI. CONCLUSION**

This paper has presented Rabbit Order, the first just-in-time reordering algorithm that can reduce the end-to-end runtime of graph analysis. Rabbit Order achieves both quick graph analysis and quick reordering through two approaches. The first approach, hierarchical community-based ordering, improves locality while appropriately mapping the hierarchical communities into the hierarchical CPU caches. The second approach, parallel incremental aggregation, efficiently extracts hierarchical communities showing high scalability. Our evaluations using billion-edge graphs and various analysis algorithms have shown that Rabbit Order significantly outperforms the state-of-the-art reordering algorithms.
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